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Abstract

Large language models (LLMs) are increasingly used as sources of political information and as mea-
surement tools in social science, yet model and language choices are often treated as implementation
details rather than design parameters. We compare four major models — GPT, DeepSeek, Qwen, and
Llama — using 260 World Values Survey (WVS) items administered in English, simplified Chinese, and
traditional Chinese. Across repeated queries, we observe large, systematic differences not only in point
estimates but in full response distributions. We find that language context dominates model architec-
ture: responses to semantically equivalent items cluster by language more than by model. Additionally,
ideological primes operate asymmetrically across languages: conservative frames shift ideology most
in English, while liberal frames shift ideology most in simplified Chinese. Finally, when benchmarked
against WVS respondents on a common IRT scale, LLMs occupy distinct ideological locations from
humans across languages. These findings show that model choice, and especially language choice, can

meaningfully alter both descriptive inferences and estimated treatment effects.
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1 Introduction

Large language models (LLMs) are increasingly used as sources of information, decision aids, and
even substitutes for human respondents in social science research. Yet despite their widespread adoption,
our understanding of how different models behave — and how they differ from one another — remains limited.
Most existing work focuses on single platforms or treats LLMs as broadly interchangeable. For example,
Jiang et al. ( ) found that Al models exhibit high homogeneity when answering user queries on different

aspects of knowledge domains.

However, a growing body of work shows that models can differ in substantively important ways, par-
ticularly on normative, political, and culturally sensitive tasks. For example, Bang et al. ( ), Pit, Ma,
Conway, Chen, Bailey et al. ( ), and Yang et al. ( ) document systematic variation in political posi-

tions across major LLMs when answering polarized policy questions. Related work finds that models differ

in how they evaluate partisan cues (Vera and Driggers, ; Lin et al., ), represent national and
cultural perspectives (Atari, Xue, Blasi and Henrich, ; Tao et al., ), and respond across languages
and political regimes (Zhou and Zhang, ; Yang et al., ). Together, these studies suggest that while

LLMs may appear homogeneous on factual benchmarks, they can diverge substantially in domains that re-

quire interpretation, value judgments, or political reasoning.

This research question matters because LLM outputs are not merely technical artifacts; they increasingly
function as informational inputs for users. Prior work shows that people rely on these systems to summa-
rize political debates, explain policy tradeoffs, simulate public opinion, and generate survey responses or
experimental stimuli (Argyle et al., ; Park et al., ; Ashokkumar et al., ). In social science
research, LLMs are also used as measurement tools, annotators, and substitutes for human respondents (Gi-
lardi, Alizadeh and Kubli, ; Horton, ). If models differ in their ideological positioning, then users
interacting with different platforms — or the same platform in different languages — may receive substan-
tively different information about the political world. Such differences therefore have implications not only
for downstream applications, but also for the validity and comparability of research designs that incorporate

LLMs as data-generating or inferential components.

In this paper, we provide systematic evidence of ideological differences across major Al models from



the United States and China (GPT, DeepSeek, Qwen, and Llama). We use the World Values Survey items
to show that their responses exhibit meaningful variations in both point estimates and full response dis-
tributions. Using a common measurement framework based on item response theory Jackman ( ), we
demonstrate that language context plays a dominant role in shaping ideological positioning, often exceeding
differences across models themselves. These patterns persist even when questions are semantically equiva-
lent, suggesting that ideological variation is not simply noise, but reflects deeper differences in how models

internalize and reproduce political content.

Beyond documenting baseline differences, we further study how LLMs respond to ideological manipu-
lation. Treating prompts as survey-style interventions, we embed models in simulated experimental settings
and estimate treatment effects on latent ideology. We show that conservative and liberal framings shift model
responses in systematic but asymmetric ways, and that these effects vary sharply by language and model.
This design allows us to move beyond descriptive comparisons and assess how ideological cues interact with

model architecture and linguistic context to shape outputs.

Our results are threefold. First, across 260 WVS items, cross-model differences exist, but cross-
language differences are larger and more systematic: English and Chinese (simplified/traditional) responses
separate clearly even when the question wording is semantically equivalent. Second, in survey-style exper-
iments, ideological primes do not operate symmetrically: conservative cues move latent ideology most in
English, while liberal cues move it most in simplified Chinese, implying that the same experimental design
can yield different estimated effects depending on language and platform. Third, when benchmarked against
WYVS respondents on a common latent scale, LLMs fail to reproduce human ideological distributions, but oc-
cupy distinct locations across languages. These patterns suggest that “which model” and “which language”

are not implementation details — they are design choices that shape study results.

Our findings make three key contributions. First, we show that Al models are not ideologically uniform,
and that important differences remain insufficiently understood. Second, we argue that these differences
matter because LLMs increasingly serve as informational intermediaries for users and researchers alike.
Third, we demonstrate that experimental designs — rather than static audits alone — provide a powerful tool
for studying ideological bias and responsiveness in generative models. Our results underscore the need for

greater methodological care when deploying LLMs in political and social analysis, and for more systematic



comparisons across models, languages, and contexts.

2 Related Work

Recent scholarship shows that large language models (LLMs) embed systematic distortions with sig-
nificant implications for social science. These biases emerge because models learn from vast, uncurated
web corpora that overrepresent certain societies, ideologies, and styles of communication. Consequently,
LLMs frequently encode the worldviews of specific populations rather than capturing the diversity of global

political life.

Research consistently finds that LLMs lean left-liberal on polarized topics. For example, Bang et al.
( ), Pit, Ma, Conway, Chen, Bailey, Pit, Keo, Diep and Jiang ( ), Yang et al. ( ), and Yang and
Menczer ( ) show that models such as GPT, Gemini, and Llama endorse progressive positions on issues
such as same-sex marriage and gun control and assign higher credibility to liberal-leaning media. Lin et al.
( ) and Vera and Driggers ( ) demonstrate that party cues systematically tilt evaluations toward
the left. Motoki, Pinho Neto and Rangel ( ) find that ChatGPT aligns more with liberal segments of the

U.S. public than with representative survey distributions.

Studies of gender, race, and group representation highlight further distortions. D611, D6hring and Miiller

( ) find that GPT and Gemini replicate gender stereotypes in occupational pronoun assignment. Hu et al.
( ) document ingroup favoritism and outgroup derogation in simple sentence completions. Park et al.
( ) and Wang, Morgenstern and Dickerson ( ) show that demographic prompts yield stereotypical

or flattened portrayals of marginalized groups, with subgroup diversity erased by likelihood-based training.
Tang et al. ( ) reveal that biases persist in latent embeddings even when alignment suppresses explicit
statements. However, Ashokkumar et al. ( ) find little subgroup variation in predictive accuracy for

experimental effects, suggesting that some tasks may be robust.

LLMs also display consistent distortions rooted in cultural representation. Atari, Xue, Park, Blasi and
Henrich ( ) argue that model outputs disproportionately mirror Western, Educated, Industrialized, Rich,
and Democratic (WEIRD) populations, narrowing their applicability to non-Western political systems. Sim-

ilarly, Tao et al. ( ) and Qu and Wang ( ) provide systematic evidence that LLM survey responses



align more closely with Protestant European and Anglophone countries. Manvi et al. ( ) document ge-
ographic stereotyping, where models undervalue residents of poorer regions on traits such as morality or
intelligence. However, Strimling, Krueger and Karlsson ( ) show that GPT-4 collapses cross-national

moral diversity into a one-dimensional liberal-conservative axis.

Finally, LLMs also exhibit strong context dependence, with political outputs shifting across languages
and national information environments . Yang et al. ( ) show that Chinese state propaganda embedded
in pre-training corpora is memorized at high rates and systematically skews commercial models toward pro-
government positions, particularly when prompted in Chinese. Zhou and Zhang ( ) further compare
bilingual GPT responses in English and simplified Chinese and find a clear “in-group bias”: models respond
more critically to questions about the out-group country while adopting more lenient stances toward their
own. This divergence arises from the distinct political and linguistic contexts represented in the training
corpora — pluralistic debate in English versus censorship and coordinated rhetoric in Chinese. We will focus

our comparisons in English and Chinese settings for this paper.

3 Measuring ideological Variation in LLMs

3.1 Design and Data

To measure differences across LLMs and between LLM outputs and human responses, we draw on
survey questions from the World Values Survey (WVS), Wave 7 (Haerpfer et al., ), which was fielded
between 2017 and 2022. The WVS is particularly well suited to this purpose because its questionnaire
spans a wide range of policy-relevant domains, including social values, social capital, subjective well-being,
migration, and related topics.

We collected 260 questions from the WVS and administered them in three languages — English, tra-

ditional Chinese, and simplified Chinese. These questions correspond to items asked of respondents in the

United States, Taiwan, and mainland China during Wave 7 of the WVS. In total, the WVS data used in this
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study comprise approximately 6,800 unique human respondents, providing a rich benchmark against which

to compare model-generated responses.

Meanwhile, we administered the same set of WVS questions to four large language models: Chat GPT
4.1 mini (OpenAl, ), LLaMA 4 Maverick (Meta Al, ), Qwen 3 (Alibaba Cloud Al, ), and
DeepSeek Chat v3 (DeepSeek-Al, ). These models represent a diverse set of architectures and training
regimes developed by different organizations, allowing us to examine cross-model variation in ideological

and attitudinal responses.

A key advantage of using the WVS is that its survey instruments were originally designed in multi-
ple languages. This feature enables us to prompt each model using identical question wording in English,

traditional Chinese, and simplified Chinese, thereby facilitating systematic cross-linguistic comparisons.

For each question—language pair, we queried each of the four models 300 times in order to characterize
within-model response variability. This design yields approximately 240,000 model-generated responses in
simplified Chinese and approximately 280,000 responses in each of English and traditional Chinese. The
difference in sample sizes arises because a subset of sensitive survey questions was not administered to
respondents in mainland China in the original WVS, and thus was excluded from the simplified Chinese

prompts.

Furthermore, we administered survey manipulations to a subset of questions across all four models and
in all three languages. These manipulations were designed to convey either conservative-leaning or liberal-
leaning perspectives; illustrative examples are provided in Appendix D. The manipulations are grounded in
fact-based information and, where appropriate, statistical claims, and are intended to persuade models toward
different attitudinal positions. Importantly, these manipulations were applied only to the Al models and not
to the human survey respondents. As with the baseline prompts, each manipulated prompt was queried 300

times in order to capture within-model response variability.

In Figure |, we present question-level variation across models. The horizontal axis reports the variance
of model responses for each question, while the vertical axis lists individual questions, ordered by increasing

variance. Overall, we observe substantial heterogeneity in response variability across questions.

The question exhibiting the least variation across models is: “Which of the following problems does the



Figure 1: Distribution of question level variances among four models.
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organization Amnesty International deal with: climate change, human rights, or the destruction of historic
monuments?” This is a factual question that leaves little room for uncertainty. In contrast, the question
exhibiting the greatest variation across models is: “Is the following statement an essential characteristic of
democracy: people choose their leaders in free elections?”” This question elicits normative judgments and is
therefore more likely to generate divergent responses across models and languages.

Furthermore, we collected reasoning texts for each question across three languages and all four models.
Figure 2 presents the distribution of reasoning verbosity, measured as the length of the reasoning text. To ac-
count for structural differences across languages (e.g., tokenization and writing conventions), we standardize

reasoning length within each language:

no. of words — fijang

standardized length =
Olang

Here, f41ang denotes the mean number of words in the reasoning texts for a given language, and 01,5, denotes
the corresponding language-specific standard deviation. We do not observe systematic differences in stan-
dardized reasoning verbosity across languages. This provides reassurance that our analysis is not driven by

language-specific outliers or extreme response behaviors. Across models, LLaMA tends to produce reason-



ing texts with slightly greater variation than the other models.

Figure 2: Distribution of reasoning lengths for four models.
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“One additional consideration concerns our data collection procedure. We classify an answer as abandoned when the length of
the associated reasoning text exceeds a predefined threshold. This design choice follows prior work documenting that excessively
long or meandering model-generated explanations are often associated with hallucinations, loss of grounding, or failure to converge
on a coherent answer. (OpenAl, )

We proceed in three steps. First, we present comparative results across models in the absence of any sur-
vey manipulation. Second, we introduce the manipulated prompts to examine how different models respond

to new information in different languages. Finally, we compare model-generated responses with human

survey data.

3.2 Comparison among Models and Languages

Assessing cross-language bias in LLM outputs requires comparing entire response distributions, rather
than relying on point summaries such as means. Language-dependent variation may emerge through changes

in dispersion or category-specific probabilities, even when central tendencies remain similar.

To capture these distribution-level differences, we first use Jensen-Shannon divergence (JSD) (Menéndez

et al., ) as a measure of cross-language inconsistency. JSD is symmetric, bounded, and well defined for



discrete distributions with zero-probability categories, which commonly arise in finite samples of stochastic
LLM outputs. These properties make JSD particularly suitable for evaluating whether semantically equiva-

lent survey questions elicit consistent probabilistic response patterns across languages.

Mathematically, JSD is defined as the average of the Kullback-Leibler (KL) divergences between each
distribution and their mixture. For two probability distributions P and () representing a model’s responses

in different languages, we first computed the mixture distribution
1
M=3(P+Q) (M
The divergence was then calculated as
1 1
ISD(P || Q) = 5 Dxe (P [| M) + 5 D (@ || M) )

where Dk represents the standard KL divergence.

For each model-question-language pair, we construct empirical probability distributions over the full set
of allowable response categories. Missing categories are retained with zero probability to ensure consistent
support across languages. Within each model and question, we compute JSD for three language compar-
isons: English (en) versus Simplified Chinese (zh-CN), English (en) versus Traditional Chinese (zh-TW),
and Simplified Chinese (zh-CN) versus Traditional Chinese (zh-TW). Higher JSD values indicate greater
cross-language inconsistency in model outputs, while lower values indicate stronger distributional align-

ment.

Figure 3 shows cross-language consistency in LLM responses under the control condition. Across
all four models, JSD values are concentrated near zero, indicating substantial overlap in response distribu-
tions when semantically equivalent survey questions are presented in different languages. In the meantime,
all models exhibit right-skewed distributions with non-trivial tails, implying that for a subset of questions,
language choice leads to meaningful shifts in how probability mass is allocated across response categories.
This pattern suggests that cross-language inconsistency is not random noise but instead varies systematically

across questions.



Cross-language divergence is more pronounced between English and Chinese than between Chinese
variants, with notable heterogeneity across models. For every model, English-Chinese comparisons (whether
with Simplified or Traditional Chinese) exhibit broader distributions and heavier right tails than the compari-
son between Simplified and Traditional Chinese, which remains sharply concentrated near zero. This pattern
indicates that responses are more stable across Chinese variants than across linguistic families. Figures
and show that the overall distributional patterns of JSD under the conservative and liberal treatments are
similar to those in the control condition, and largely indistinguishable from each other across models. This
indicates that any effects of ideological priming on cross-language consistency, if present, are unlikely to

operate through broad shifts in aggregate divergence.
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Figure 3: JSD of LLM Response Distributions across Languages (Control Group)
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Note: en = English; zh-CN = Simplified Chinese; zh-TW = Traditional Chinese.
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While JSD provides a direct, pairwise measure of cross-language divergence within a given model and
question, it does not summarize the global geometry of similarities across all model-language conditions
simultaneously. We therefore complement the JSD analysis with multi-dimensional scaling (MDS), which
offers an interpretable visualization of how closely aligned (or separated) the full response distributions are

across models and languages.

MDS is a standard ordination technique that embeds a set of objects in a low-dimensional space such
that the distances between points approximate a pre-specified dissimilarity matrix. We represent each model-
language pair by a high-dimensional vector of empirical response probabilities. We then compute pairwise
Euclidean distances between these vectors and apply classical MDS to obtain a two-dimensional embedding.
The resulting axes (Dimensions 1 and 2) have no intrinsic substantive interpretation; rather, they represent
the two orthogonal directions that jointly account for the greatest share of variation in the distance matrix.
Points that are closer in this space correspond to model-language combinations with more similar response

distributions.

The MDS visualization in Figure 4 closely mirrors the patterns observed in the JSD analysis in Figure

. Model-language pairs cluster primarily by language family rather than by model, with English responses
clearly separated from Chinese responses along the primary MDS dimensions. In contrast, Simplified and
Traditional Chinese variants form tight clusters for each model, indicating substantially higher similarity

between them than between either Chinese variant and English.

11



Figure 4: MDS of LLM Response Distributions across Languages (Control Group)
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3.3 Ideology Measures: Manipulation Effects

In addition to distance-based measures, we place all survey responses on a common scale to facilitate
direct comparison. Moreover, this approach allows us to compare human and LLM responses within the

same measurement framework. To this end, we rely on a latent ideology measure.

We estimate latent ideology using an item response theory (IRT) model that maps observed responses
to a continuous ideological dimension. Let y;; denote the response of model-language instance ¢ to question

(item) 7. Under a graded response IRT specification, the probability of endorsing category k or higher is
Pr(yij > k | 6;) = logit™" (a;(6; — bjr)),

where 0; is the latent ideology of instance ¢, a; captures item discrimination, and b, are category thresholds.
Higher values of 6; correspond to more conservative positions. Compared to averaging raw response scores,
IRT explicitly accounts for heterogeneity in item difficulty and discriminatory power, allowing responses to
be placed on a common, comparable scale and reducing bias from unevenly informative or polarizing items.
This approach is standard in political ideology measurement and survey analysis (Jackman, ; Clinton,

Jackman and Rivers, ; Treier and Jackman, ).

While baseline comparisons reveal where different model-language pairs are located on the ideological
scale, they do not indicate how these positions respond to new information. For many applications, however,
LLMs are used in explicitly experimental settings—as simulated respondents, annotators, or subjects exposed
to treatments. We therefore turn to survey-style manipulations to examine whether ideological cues move
models symmetrically across languages and platforms, or whether responsiveness itself varies by context.
As described in Section 3.1, we administered both conservative- and liberal-leaning manipulations to all
model-language pairs. We focus on how LLM responses change under these manipulations relative to the

baseline condition without manipulation. See more details about our manipulations in appendix

We then estimated a one-dimensional graded IRT model to place all model-language pairs on a common
ideological scale. Using this framework, we compare the estimated ideological positions across the baseline

condition and the different manipulation conditions.

Figure 5 plots estimated treatment effects on the latent ideology dimension, relative to the control con-

13



dition, separately for conservative and liberal prompts. Each point represents a model-language pair, with
vertical bars indicating 95% confidence intervals. The dashed horizontal line denotes no difference from
control. To incorporate survey weights from the WVS, we post weighted the IRT-based ideology estimates

to obtain aggregated ideological positions for the human sample

Across models and languages, conservative prompts (left panel in Figure 5) generally shift responses in
a more conservative direction relative to control, though the magnitude varies substantially. For simplified
Chinese outputs, estimated effects are negative or close to zero for most models, suggesting limited rightward
movement and, in some cases, a slight shift in the opposite direction. In contrast, effects become increas-
ingly positive for traditional Chinese and especially English outputs. English responses show the largest
conservative shifts across all models, with point estimates consistently above zero and confidence intervals
that often exclude zero. This pattern suggests that conservative framing is most effective at moving latent
ideology in English, moderately effective in traditional Chinese, and least effective in simplified Chinese.
Differences across models are smaller than differences across languages: while all models exhibit the same
qualitative ordering by language, some models (e.g., GPT and DeepSeek) display larger shifts than others in
English.

Liberal prompts (right panel in Figure 5) produce the opposite pattern, shifting latent ideology in a more
liberal direction relative to control. For simplified Chinese outputs, effects are strongly negative across all
models, with sizable magnitudes and confidence intervals well below zero. Traditional Chinese outputs show
moderate negative effects, while English outputs are closer to zero and, in several cases, statistically indis-
tinguishable from the control condition. This asymmetry mirrors the conservative results: liberal framing is
most potent in simplified Chinese, weaker in traditional Chinese, and weakest in English. Again, language
differences dominate model differences, with all models responding in a broadly similar way within each
language.

These two panels reveal a striking language asymmetry in ideological responsiveness. Conservative
prompts have their strongest effects in English, while liberal prompts have their strongest effects in simpli-
fied Chinese. Traditional Chinese generally falls between the two. Model-to-model variation exists but is
secondary to language: within a given language, different models tend to move in the same direction with

comparable magnitudes. These results suggest that ideological framing interacts strongly with language con-

14



text, shaping how both conservative and liberal cues translate into latent ideological positioning across large

language models.

3.4 Ideology Measures: Human vs. Al

Figure 5: Treatment effects for different models and language:
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Figure 6 summarizes the estimated average positions on the latent ideology dimension from a two-

dimensional graded IRT model, separately by model and language (Simplified Chinese, Traditional Chinese,

and English). The second latent dimension is included to account for systematic differences between human

and Al responses to WVS questions.
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Figure 6: Two dimensional IRT with both human and Al data
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Note: For Al data, we only included baseline control group in this analysis to better align with the human

sample.

In this comparison, we observe a pattern consistent with the earlier analyses: variation across languages
continues to dominate differences across LLMs. Within each language, the estimated ideological positions of

different models are relatively close to one another, whereas shifts across languages are substantially larger.

What is more striking, however, is the systematic divergence between human and LLM responses.
Across all three languages and in both the first- and second-dimension of IRT results, human respondents
occupy ideological positions that are clearly separated from those of the Al models. This gap is not idiosyn-
cratic to a particular model or language, but instead appears consistently across model architectures and
linguistic contexts. The persistence of this human—Al difference suggests that, even after placing responses
on a common latent scale, LLMs do not simply reproduce the ideological distributions observed in human

survey data.
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4 Conclusion

Using a common measurement framework, we document systematic ideological differences in baseline
responses across models and languages. Language context emerges as a particularly powerful determinant of
ideological positioning, often dominating differences across model architectures. Even when questions are
semantically equivalent, responses in English, Simplified Chinese, and Traditional Chinese occupy distinct
locations on a shared latent ideology scale. These differences are not confined to a small subset of models,
nor are they idiosyncratic to particular questions. Instead, they reflect structured patterns that persist across

multiple platforms and measurement approaches.

Beyond descriptive comparisons, we embed LLMs in survey-style experimental settings to examine
how ideological cues shape model behavior. Conservative and liberal prompts produce asymmetric treat-
ment effects that vary sharply by language, revealing systematic differences in ideological responsiveness.
These findings demonstrate that LLMs do not merely encode static biases; they respond to framing and
manipulation in ways that depend on linguistic and contextual factors. As a result, identical experimental

designs implemented with different models or languages can yield substantively different conclusions.

Substantively, our results suggest that users interacting with different Al systems — or the same system
in different languages — may receive meaningfully different political information. Methodologically, they
caution against treating LLMs as neutral or interchangeable tools in social science research. When models
are used as annotators, simulated respondents, or experimental subjects, ideological variation can affect both
point estimates and treatment effects. More broadly, our findings underscore the importance of comparative,

multi-model research designs and of treating LLMs as objects of study rather than black-box instruments.

Finally, our work calls for caution in research designs that draw samples from LLM responses. As
shown in our paper, for WVS data, human responses systematically differ from most of the LLM responses

in the IRT estimate.

As LLMs continue to shape political communication and research practice, understanding how and why
they differ will only become more important. Future work should extend this analysis to additional languages,
policy domains, and model architectures, as well as to real-world user interactions. By combining careful

measurement with experimental designs, researchers can better assess not only what LLMs say, but how

17



their underlying differences shape the political information they produce.

Future research can build on our framework in several directions. First, the measurement and experi-
mental approach developed in this paper can be readily extended to study ideological differences across a
broader set of models, platforms, and languages as new systems continue to emerge. Second, this frame-
work can be used to track ideological change over time. As models are updated, retrained, or realigned,
repeated measurement using a fixed set of items and prompts would allow researchers to study ideological
drift, convergence, or divergence across versions. Such longitudinal analyses would be particularly valuable
for understanding how changes in training data, alignment objectives, or regulatory environments translate
into shifts in political content. Together, these extensions would help move the study of ideological bias in

large language models from static audits toward cumulative and dynamic measurement.
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Appendix A Jensen-Shannon Divergence

Figure A.1: JSD of LLM Response Distributions across Languages (Conservative Group)
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Note: en = English; zh-CN = Simplified Chinese; zh-TW = Traditional Chinese.
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Figure A.2: JSD of LLM Response Distributions across Languages (Liberal Group)
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Appendix B Multi-Dimensional Scaling

Figure B.1: MDS of LLM Response Distributions across Languages (Conservative Group)
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Note: en = English; zh-CN = Simplified Chinese; zh-TW = Traditional Chinese.



Figure B.2: MDS of LLM Response Distributions across Languages (Liberal Group)
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Appendix C More Results on IRT

Appendix D Sample Survey Manipulations

Table D.1: Survey Manipulations Used in Model Prompts

cluster manipulation label

socialvalues BRMED TEFNER, YBRIENTG TN, IR TEIFNAEEE  liberal
J1, HEE TENAFEME (GDP), MATBRARM T, Az RIBALRE
WK, XFIRPFRN FBRAA, BARHH GDP i HH —/ N m A
HJE R—IEH N 0.2% 2 0.4%—BEFEWHEY T 360 125 720 27T, BRT
“BRLA Zhb, B RICEID I AFBLEA X 7 557 8 1) BT LRI,
TH BT EH— XA TR X BT Z 553 )1, ATRESMHIZ T K.

socialvalues Immigration fuels the economy. When immigrants enter the labor force, they increase  liberal

the productive capacity of the economy and raise GDP. Their incomes rise, but so do
those of natives. It s a phenomenon dubbed the *immigration surplus,” and while a
small share of additional GDP accrues to natives —typically 0.2 to 0.4 percent —it still
amounts to 36t072 billion per year. In addition to the immigration surplus, immigrants
grease the wheels of the labor market by flowing into industries and areas where there
is a relative need for workers —where bottlenecks or shortages might otherwise damp
growth.
socialvalues P RMEE) TR R, B RIEAS BTG, MR T4 AEEERE  liberal

71, dMifRE TENAEESE (GDP), MM AT, A fE RATH A EE
R, EREBRYPMS RRAA ), SERHY GDP i A —/ M RFA
HbJee IR ——3EH % 0.2% F 0.4%— B4 HARE R 360 (4Z] 720 (570, FR T
BRALA 25, BREEBFAREA S R A TR, S
TN HIGHEE G AT E A R S5 ), AT RE S ITHIAS A Y R,

Continued on next page




Table D.1: Survey Manipulations Used in Model Prompts

cluster manipulation label

socialvalues DA B RFZMAHETE H % BT, —3T2025 1) YouGov RIATEFEM-EEHEIT,  conservative
ZERRMARZBVIFEINE R HENBREEE &, BOFERTE, 8d—
FREEMBANZTE LR, TR RN AR, XMEEIRK T RER
BOERI S, FHef ERBUAZREE ™ M AR ECR, FRZAMILREI AN,
REMRIFASIE AR 78, B AIEZ S, B35k ™ h
IR RER,

socialvalues Public concern about immigration’ s impact has been rising. A 2025 YouGov poll  conservative
across seven Western European countries found large majorities believe immigration
over the past decade has been too high and handled poorly by governments. Over half
of Germans and Italians surveyed said recent immigration has been bad for their country.
This sentiment has fueled the success of anti-immigration parties and pushed mainstream
politicians toward tougher border policies. Advocates of this view argue that an influx
of migrants can strain social services, threaten jobs and national culture, and therefore
support stricter immigration controls.

socialvalues NREBREENEE NG LA, —IH 2025 1 YouGov RiATEFIEL-CRIEEST, conservative
MIRBBIERZHRZIER /B R TENBREE RS, BIFEHAE, BHil—
FHTERFIRE AN 20K, IR REARB A, SEREEEIR T RER
BERIRT, Al T IRBUA R R IE BAS IS SEOR, RSBl N %y,
REFRBAN GRS B, BB, Rk ok B 5 e
HIR BT,

happiness PR SATTBORRI R H 3 5%, fl, IEREREFE R EE (H liberal
PRI HAR8, AR AR TREER A S E R 2R, &
FERIBUEE AN TR SAETRR P, SBRASHIBR R 22 B BORH 2 & IARE,
X GDP HARER T2 —Fi =M PEEEERA T “SEmE", %
JRDEMER, HENIAEE, BIEINN, MERARELTHK, MRET&R
A DR KA ST FREL L RAE R, TE S48,

Continued on next page




Table D.1: Survey Manipulations Used in Model Prompts

cluster manipulation label

happiness Public well-being is increasingly linked to social and economic policies. The Nordic  liberal
countries, for example, regularly top the UN” s World Happiness Report rankings, which
researchers attribute to their strong social safety nets, high trust in government, and
work-life balance. Around the world, more policymakers are recognizing that GDP
alone doesn’ t equate to happiness —nations like New Zealand and Bhutan have even
adopted “well-being budgets” that prioritize mental health, education and environment.
Advocates argue that investing in healthcare, reducing inequality, and expanding social
support leads to healthier, happier populations than a sole focus on economic growth.

happiness O AL B A BOR R B H 3 BE . flan, LB S AE R MRS (it liberal
SEEm) Heanisl, R A B RRNE LR R EE EENE G R, &
FERIBUREAE AR AR B TS AT, R B A 2 A BOR ) 2 & wR ),
{% GDP Wi NEE R E R —AP A SRR ERA T TREEE, #%
OOEMERE, HEMBREE, (BEHER%, MEEMARTARE R, MAERK
A DA G SR RERR R PR (R, S =216,

happiness BN, SERBBOFTE, SEE2BURT DN NEFEFRNEN, EEME  conservative
HRYER, BIRRTIRAAEER & DA 2R RO AR RO & T Bl
Ko AT NLAEH, W8I, FIFEXS5ERNER FERFRHATER U FlgE
AR T IXFERE, MfITthaaH, WEMLEHE K@ 1Rl 2R T HE L,
B E D AT, RRENRIESFIEST B 2SR KRR R,

happiness Some argue that happiness comes down more to personal choices and values than gov-  conservative
ernment programs. Surveys in the U.S. have long shown that self-described conservative
individuals often report higher levels of personal happiness and mental well-being than
liberals. Analysts suggest factors like marriage, faith, and community involvement —
which are more common among conservative groups —may contribute to this gap. They
also point out that wealth and economic growth can lift well-being by providing oppor-
tunities. This perspective emphasizes individual responsibility, strong family structures,

and economic freedom as key ingredients for a satisfying life.

Continued on next page




Table D.1: Survey Manipulations Used in Model Prompts

cluster

manipulation

label

happiness

socialcapital

socialcapital

socialcapital

AL NEBZy, SHARFREUNIEH, a8 2 IR E B IRNEEE, 2R
B RIFEUR, BT IR A0 SE AR DO LR BOK P @ik B B
Ro MM NLAGH, 480, (FIIFIHLESEERER TERTRRETHERE ) AlE
fEpk 7ISfE 2R, MhiMthist, e FnASIY R e SIE I 12 (A & A ER T AE L
I BAGRE A E AT, FRIE RS RS RN AT B R SEAE T A B S 3R
HRBARREAAE XA, SEEAE 2024 FH)—BUFRTRLEL, SRR
SRR ZAFERENES: EHXPRIEBRRRENAIEZMSS
SRS, TSRS — PR T T EA R RHA Z R R R E R, 2
LT HoAtsth 75 A R B — W e e T ), A BRSO X B
H SRR AIZERIFIME, SRR — BRI, 8 RO X E RS A R 2
5, AIDMEAL S A RN RERE TR, REH2%9R,

Communities with strong social ties tend to thrive. New research in the UK (2024) found

a positive feedback loop between volunteering and social cohesion: people who feel
connected in their community volunteer more, and volunteering further increases their
sense of belonging and trust across different groups. Similar trends are seen elsewhere —
during the COVID-19 pandemic, neighborhoods that organized mutual aid and volunteer
networks reported greater solidarity and resilience. Supporters of this approach believe
that investing in community programs and encouraging civic engagement can rebuild
social capital and bridge divides in an era of social fragmentation.

HE R R ENAE RN, JEEITE 2024 SRR TR BL, SRR
B G BRI 2 BFTE R ER: AR R B R BN A GEZ 20
SRETRED, SRR E — PG R T AR R A R A R
S E Hfith 75 A B3 — el e IR AR, AH AR A Bh AN S A A A AL s R B
H S SRAYEIAS AN, SRS — BRI NE %y, BB E R H SR AR 2
M, ATDAEALERE AR RERE G EA, MEHLERIR,

conservative

liberal

liberal

liberal
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Table D.1: Survey Manipulations Used in Model Prompts

cluster manipulation label

socialcapital LR, EOHKABRRSHEC AR, RERESMARAZNSSRIEF  conservative
Z V7T EZKIE N RE—GIUnTERE, SRRBERIADEBIM 20 AT 80 44X
[ 40% DA EBRZEANSHIZ) 30%, FIELEM RN, MR ADERZ, 5 R
T, XM RAWERmRATR T ER: REAH DA KL 2023 FEAMIEA
IRFATR. RFIRIAN, BEIRFENEMN, SRS SNARN, T IKE
KBRS MR RAII R R EE,
socialcapital Traditional pillars of community life have weakened in recent decades. Church atten-  conservative
dance and membership in civic organizations have plummeted in many Western coun-
tries —in the U.S., weekly churchgoers fell from over 40% in the 1980s to around 30%
today. Family structures are also changing, with more people living alone. Officials
warn this erosion of social bonds has consequences: the U.S. Surgeon General in 2023
declared a “loneliness epidemic.” Conservatives argue that reviving family values, re-
ligious participation, and local institutions is crucial for restoring social cohesion and
combating the isolation of modern society.
socialcapital IR, EEEATRISAE AR, REREGMARMEMAIIZ R  conservative
Z P75 BIZKIE NRE—BIAnESER, RRE KB LT ELBIARE 20 4D 80 424X
[ 40% DA BRI HIZT 30%, REFMENREE, e ADkiEz, 58
i, SREAGANNRAHERTER: RRAREERRIE 2023 FEMIEN
MIVEFAI TR IRSFIREEZy, HEIRFEEER. RASEMAHE, BRTKE
g ERN, BB R EREE,
economicvalues TSR A P N WP R RS AT R AN 2R A B T ERAETTH K2 bo  liberal
flan, B “grEbhl” BRI BHER, BV IX RS AR ]
AR, SRR AR E S, A RBUTEEARRIEL K EMEVICH R R
LR, FRE, TFE2ARKFPREIEIL LT GDP—AERIEH, EEMIIER
FERZ NG T ORI, BOAFRE, MHE—HRIERE Ko XA
NN, ZETE SRR IR M AR AT A
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Table D.1: Survey Manipulations Used in Model Prompts

cluster manipulation label

economicvalues Progressives worldwide are calling to put environmental sustainability and social wel-  liberal
fare ahead of unrestrained economic growth. For example, the EU’ s Green Deal aims
to transform industries to cut carbon emissions, even at the risk of short-term costs. Cli-
mate scientists warn that failing to act will impose far greater economic damage in the
future through disasters and crop failures. Likewise, many citizens support prioritizing
well-being over GDP —in surveys, majorities in countries like France and Canada favor
environmental protection and reducing inequality over maximizing growth. The view
is that quality of life and long-term stability trump immediate profit.

economicvalues SR & B A N I @R IR R AT R A SR A B R RIS R 2 b, liberal
flan, BRERRY ektlfhak) STEREERESE DR ORI, RIGEIERERE RIS E D
BRA, SRIRRMRRE G, AERBUTENREA I 5 F R EPIRUCH A B REY
KEPHES. FIRE, FF2ARSFHEAL BT GDP—AE R, IEBIMIINER
FRRRZ B MEAERCRERE, RO TE, MHE—HRIERY R, 1SHEBIR
ARAy, AT E BRI E B IR AT A

economicvalues S, BF2MIBAMEFZRABETFG KA ETE M, 1IAH, 58 conservative
G R AE RSB A TP TR B IR, 2023 48, {EmBEIRIMISFIZGT =R
UL, —LBUFEHECT S EBER AR R ATE 288 — BN E R 7 —L&
Ser&is, DB BT dH, R IUCRIESE &S, DIAEECEE 2 A
T IR AT REIEIS H R, MRS, BERMATT RGBT E, 15E
AN A R AL AN BRI )

economicvalues On the other hand, many leaders and economists prioritize economic growth and job  conservative
creation above all. They argue that strong growth generates the resources needed to
improve living standards. In 2023, facing high energy prices and recession fears, sev-
eral governments rolled back green policies to shield businesses and consumers —for
instance, the UK delayed some climate commitments to avoid burdening industries.
Proponents of a growth-first approach caution that overregulating in the name of the
environment or equality can backfire. They believe a thriving economy will ultimately

provide technology and wealth to address social and environmental issues in due time.

Continued on next page
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cluster manipulation label

economicvalues T3, FZEENMEP BRI RAMEE N S AL, th58%, 8 conservative
S R AE A AR TP IR IR, 2023 4F, 1E M RETREAR AT AS I =R
PBET, BRI T ok CUBOR DACRRE (SN TH B 5 — B A S B e 7 — 2
SRR, DO TS AL, W RELABEEEY, DB 2iE
TR ARG, MRS, BRIV RGN E, f£iE
B IR f gL G AN BRI A

corruption TSR A BN IS SN L IEAE IR SIS 7. IEPAIEIRR 2023 FHIFEEUE R,  liberal
REEMAER ZEERNZIEW, H LR RBOR CBIGHER, TE/REIE, BN
JEMIRSATEN SEE A S B HORE; RN, Z7DfE LS5 EIEd 12 mBUTRIWE
IS A . RS RSN T ) — BNt ss (0“2 k")
JERRIKE, (ST NRBUTEN, © NSIRHER BRSO I A EA D
B2 AT TR SR RN, RS &) OB 1B R I E A

corruption Governments and activists around the world are intensifying efforts to combat corrup-  liberal
tion. Transparency International’ s 2023 index shows that while corruption remains
rampant in most countries, some reformist administrations have made gains. In South-
east Asia, Indonesia’ s anti-graft drive has led to high-profile arrests of officials, and
in Europe, nations like Estonia have improved transparency in government contract-
ing. Cross-border initiatives —such as data leaks (e.g., the Pandora Papers) exposing
offshore accounts —have pressured leaders to act. Encouraging signs include new anti-
bribery laws and digital tools that reduce opportunities for graft. Reformers insist that
sustained vigilance can gradually curb corruption” s reach.

corruption &M ATBORFITEEI A L IEAE M B REHES 1T, BEIARIRE 2023 FERVEEEER,  liberal
BERBAERZ BB RNIEW, H LR RBOFCREER, ERFE, B
JERI R EATEIE B A B HOR A, FERGN, /e o <5 BIE B iR e BUN ERIEIE
WIS s, BSIERE thEAN 1R — BN B (N Tk hisefr)) i
JEHERAIRS, (REEEEAIRITE, < NS AR CLA5 B Y S I TR AT ik
RGBT TR, SO RS, FERED ] DO BT &2 AT,

Continued on next page
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cluster manipulation label

corruption REMT TS, W2 ANRERMEEREEEE, HEERKREH A% —M  conservative
A TRRTIEEE TS PR 05— R T AR B RS, XA
BT ARV “THET EWRSNBUE N, tEAL T SEMANEN, iR S e
AT NI 5 3 RO I I AT AT 1828, — SR RSP IR BN R 2
B It : X 2 e DASE ™ RIS, 4 NBSORF RS DA D B R, T
PIENT R K AT VE, EMTER, BCE—AEfEkl, HEZ
NZHIIETT

corruption Despite crackdowns, many people remain convinced that corruption is unchanged. conservative
Scandals continue worldwide —from bribes in public works projects to presidents ac-
cused of embezzlement —feeding public cynicism. This anger has boosted outsider
politicians promising to “clean house.” In Latin America and Africa, leaders with tough
anti-corruption rhetoric have won elections by tapping into voters’ frustration with graft.
Some conservative commentators argue that drastic measures are needed: harsher prison
sentences for corrupt officials, smaller governments to limit bureaucratic graft, and em-
powering law enforcement to aggressively pursue fraud. They see corruption as a moral
failing requiring uncompromising punishment.

corruption BEENT TITR, 2 NMRERBIRE R AU, MHEERIREH AT —E  conservative
NI TR IR R E s &5 — IR 7 2R HE A s, ISR E A
By KGE TR EMEYRSNABIE A, EHL T SEINMIAE, F55RAE S8 =
AR\ G B 5 08 BT B AR T RIS IR AR, — LR RAF T AR B AR A T R
B Gt : SR AR OB ATTRIET . A NBOR U DA B R R, IR
SERIEMNE SR RE A BB A TR IR, TEMLME AR, RHUR —EEA, HFEZ
2R,

migration JUMHLE DR, 1T —ER MRS BRI EZ 1, W%, MPRIKAER  liberal
ICARIEFRCFKRZIH 6700 2387T, X —Hvdd TANE EReR s, i

o 7TRXREERRGHE TR, 2 HIX (BINZRAE) IEE P T 51
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migration For centuries, migration has been a major driver of development and prosperity. Inter-  liberal
national remittances to low- and middle-income countries are now at about $670 billion,
which is more than direct foreign investment and far more than official development as-
sistance to those countries. Many regions, such as Eastern Africa, are now investing
in regional frameworks that cover trade and migration because the free movement of
people and goods can bring sustained, inclusive economic growth and productive em-
ployment.

migration REAC DR, B — BRI R T HE ), W5, AR liberal
FHTRPRFERR A % 6700 fH3E7T, EEEEE 7N ERIRE, thigEsRE
LSRR T 3 RIR, w2l (FInsEE) EBCHRIRE R S
R IAEZR,  [K 2y A\ BB S ) B B TR RE S04 A8 m] #54 HEL B A I ) 48

R BB
migration KR RETE 2R R TR R, 1ERE, 2022 F4Hid T8 200 /7 conservative

FARERSE R, (CRBUNBCREEIUE, FHEEA AT “Briaks", [
FE, RS RECE RAEAN2 87 BRI EEAESRIAIEERS, H s e F ik
MEEAMEZRE =, AN RATREICAE TAFS S A RS RIHEIBIK T &
M RBOEHIIEE QECRANEGIL) . SCRF P RBORIININ, TZh%
PIERGET E R L 2R EER.
migration High migration flows have spurred political backlashes across the globe. In the US, conservative

authorities recorded over 2 million unauthorized border crossings in 2022, prompting
stricter asylum rules and renewed calls to *build the wall.” Similarly, the EU has tough-
ened its stance: countries in Europe are erecting border fences and pushing to outsource
asylum processing to third countries. Public fears that migrants may take jobs or strain
services have fueled the rise of anti-immigration parties (such as in Italy and Sweden).
Proponents of tougher immigration policies argue that strict enforcement is needed to

preserve national security and social cohesion.

Continued on next page
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migration KIFER REE 2 BRE 15 T BUG R, F3EE, 2022 £ F5isk 7 di# 200 B conservative
EARERSE R, (REBUFIREEERE, WHEA AT MEREsiE . [
B, B ERICESRAE AN Y BN A B IEAE SR BB S N, S HEE K e o F
FEBAMUAREE =B, RS RATRESAE TAESS A IR B IS 2B R T %
P RECE RIS CANERFIRIER L) o SR E S R RBURII A GR 2, T2
HIEARAEE B R L 2N G BRI,

security P2 LHRBELZEWEN L2, SR XERFEMEREG(E, MAMKERS,  liberal
AT, B AROBLERTNGLE, RO RN, I REAEFER I
PiIEACSRAIEGE L, EEPRFS T, XA A T AN E szl filan, B
B EERRRE B 3R AR EAZSFLATIRA, ZHRIER 22" P&ihRE
B UAACANFATIRAE NI L VG, JEIL [ R & RN T B X L iy,
1B FE S RENS B S R BRFE

security Many experts advocate a holistic approach to security, focusing on root causes and liberal
global cooperation instead of force alone. They argue that social investments —like
reducing poverty and expanding education —can prevent crime and radicalization by
addressing underlying grievances. In international affairs, this perspective favors diplo-
macy and arms control: for example, ongoing UN talks aim to limit autonomous
weapons and revive nuclear treaties. It also broadens ’security’ to include human se-
curity issues such as climate change and pandemics. By tackling these threats through
international collaboration and prevention, proponents believe global stability is best
achieved.

security AP EFREFEEN L 2B, SRRBTEREMERE(E, MAMEEKER S,  liberal
58 %, EIBARTEEATN NG, RO AR, BRAEFEGRE
PR TRRIEOE M, AEBIPRFR T, ERBUREEAIRN I S il fan, B
BEIEAERRR B E RS AEI TN, ZBSER T2 &N
JRESRAREEARAT S N il IR B PR S 1R T T BB IE L
%, EEHH(ERES H A th BB 2 ERERE
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security WZERNTS AELERPRETRIEZ 2R T, RFIRREEE  conservative

WP IS B M ZE S5 ) AMERRRR P, BIIAN,  BE/R L2 BURF R IT KRS T o
IRATEN, KIERAR T 209, X —KIEEIS T TP E RS, R
FEIPA, TR SCRT AR S BT, 2% -t A 7 8 7 0 52— DAL 2 A D 1
ATITE 2024 42T T E TR, XMW RGRA DHHE, WREEM TR E
TARSeHhL, BMERIRERTER S AR AW, WA, DRITRARZ 2,
security In many countries, leaders stress a security-first approach amid concerns about crime  conservative
and conflict. Conservative policymakers often call for bolstering police and military
power to maintain order. For example, El Salvador’ s government launched mass gang
crackdowns that sharply reduced violence, a strategy applauded by tough-on-crime ad-
vocates. On a global scale, heightened threats from terrorism and war have prompted
increases in defense spending —-NATO allies, for instance, boosted military budgets in
2024. This perspective prioritizes strong law enforcement, border control, and surveil-
lance, even if it means trading off some civil liberties, in the name of protecting citizens.
security 2B R AHENAALIEMEREE T REZ 2 E EA778t, RTFIRIRE R conservative
RN SR S M B AR R, BIan, B B2 BOR R B R SIS T IR #
IRATE), RIERR T 2L, B RiEWE 7 BITHEEV#EE, £
VP, 8 AT BT U R, 25 R A i 73 ] 5 —— DA LAY B B 2% 1
flbff1E 2024 FE52TH TEHEE AR, SRELSFRE PR, BRE RN E
RESEHN, BRI R AR B MAERTE, DRERRZ 2,
postmaterialist BEEHSEIER, HEE R AN ENEREYE S EE—BEHEMEAB  liberal
RIK, IERIPRIESE, ARG Z 2, STHBER K, BT S0
TR R IE CEE, BRI M K el PR e gtRE, BN, fEmlk
ANEZ, REFEERM, R NIRRT @ s s ok RO <38
fto XAMMEMAVERRY, —BEATRRBEWE, MIMSEEEESRE
MADNEH, FEAOVHD RS,
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postmaterialist As societies grow more affluent, surveys show people shifting toward post-materialist ~ liberal
values —prioritizing free expression, environmental protection, and equality over eco-
nomic and physical security. Younger generations especially tend to support causes
like climate action and social justice, even if it means slower growth or challenging
traditional norms. For instance, in high-income countries, public opinion polls find in-
creasing willingness to pay higher prices or taxes to combat climate change. This value
shift suggests that once basic needs are met, populations place greater importance on
quality-of-life issues and personal freedoms as markers of progress.

postmaterialist BEEGENER, AR AMYEEBR EMERYE ERES— EEH AN liberal
RIE, BIEGRENTEE, MAMEEMZ e, JUHREE—, A SR 5
ITERAE G IEREHE, A ERE AR R PR sREE, BN, 7Emi
ABIZ, REHERD, R I N R S T o AR mOR Ao I 3 S fe 52
fe. EEEEBOEERY], ~HEARRBEMWE, AMMMGEERATHE
FHEN B H, AR R ATERRS,

postmaterialist N2 N, VIBRABURREEXY], ERBHER, J9ETETEEIEMER  conservative
it s, REERATRSE, @ik, Z2% R EicE T e 8 Bt
FiHz b EHIRSMBETRON A BIRTHE 2 AR EFT R TR AR TR K, R IE
REZFFEHMEZR, RAF BRI EREME K, —SIHe N
o, PRSBSOSO — BTN 5 5 A Sk L BCR B0 A 2 8 —7]
RES | A AL GTE D B A THRE A S5,

postmaterialist Material concerns remain paramount for many. In developing economies and even in  conservative
the West during tough times, polls show people rank issues like jobs, inflation, and se-
curity far above topics such as climate or cultural liberalization. Recent surges in food
and energy prices refocused public attention on basic needs. In countries facing conflict
or economic crisis, citizens understandably prioritize stability and growth. Some com-
mentators caution that pushing post-materialist agendas —for example, expensive green
policies or progressive social changes —too quickly can provoke backlash among those

who feel their immediate livelihoods are at stake.

Continued on next page
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postmaterialist BEr2 N2H, WHEMEDNARREERY, EREFRER, HEAFIEZINER:  conservative

RO, REAFURAMHFREE, JER, 22235 MR B S ROl A Hife
SFRE Lo I B AT BE TR AR A AR B SR BT BT R AN TR R A T R
REFEPEMAIBIR, RGF B E S ERENE R, —&afm A L%
o, EPEBIRY)E 3 R — O 8 B AR O BOR SRR S AT
RES [ BRARLE B TEY) B A B R A S

science FYEEHED A A O 2 ER PR AR SCHE, RS ERISS S (A COVID-19 i liberal
PRIEOT A FITE TEREIRAY SR A5 T AN RERIEE. V2 BURE MRS
ARE|NTEGACHFTS IR R S, FUAEREICNES, FhEMEESE
FRAETR, ARNBEEZIEMRNELD, FFSRHEBCERHE R ARA AR,
FRZ— WS EINNR, THEOTHTN G A6 SIS TTI K, s 2 ERVEE Y
TS,

science Scientific progress is widely seen as essential for tackling global challenges. Interna-  liberal
tional efforts like the rapid development of COVID-19 vaccines and breakthroughs in
clean energy have reinforced trust in science. Many governments are increasing fund-
ing for research in areas from climate technology to Al ethics, guided by expert advice.
Polls in countries such as South Korea and Germany show strong public confidence in
scientists and support for using science-based evidence in policymaking. Proponents
of this view argue that embracing innovation and expert guidance will drive economic
growth and improve quality of life worldwide.

science R i 1 2 E S R ER DRI B S IR LA9%5 0 (A COVID-19 £ HifY  liberal
PRIEBH AN RAETRAIRED) SR T A RERHREEE, §F 2 BUFERESRRE
WEIN TEREMBEEEE IR B &, W DAHFER RIS, @RS
FIRBEER, ARBREZEEEIED, W SFEBERHIE F IR ARSI,
FHE—BUMHIANRR Sy, FHEATM S IE S EE A R, M e 2 BREEE A
LIEEE,
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science LR RE R EOR BRG], IS8R i A URBORAY4+E R, conservative
MITHBEERSRAFTEAME . HIAN, X COVID-19 ¥ i 3l S RO 7E—LE LR <F
IRFRERAG 7328, MR BOR IR, [FIRE, AL PR EEE ARk HE
M, HOLHENETTEE, N TR AR TERENR AR TS % T
PREFERAYITEA , IXAOULASRVE DA B ARG E, IWNFFIERTE “Lx%”
AR 7T SR & AR
science Skepticism of science and technology has grown in certain groups. Debates over pan-  conservative
demic measures and climate policies illustrate a distrust of scientific elites. For example,
opposition to COVID-19 vaccine mandates gained support among some conservatives
who framed it as government overreach. Similarly, climate change doubters push back
on emissions regulations fearing economic harm. Concerns about Big Tech’ s power
and artificial intelligence’ s risks have also led to calls for caution. This perspective
emphasizes individual freedom and traditional values, contending that not all *expert’
solutions are in the public’ s best interest.
science —LEREH B R R R REE IR A IR, B SR T A R BRI Frmm R, conservative
NTTE RS RAAEAME T A0, ¥ COVID-19 % B 58| S SOBHE —LE LR F
IRFPHERS 132, PR 2 BOR AOEHE, [FIAR, SRS BREES HRHITRHER
B, HLHEHEE S, BB A RN T RE R PR B 5 | 3% T £R
FrglHp e, SRR B RS EEE, RN 155 1

fREERTT ST & A A28
religion XA SRS A, ERDRINAIARIE, SREGLRHHREEE  liberal

IR, BoRBZRA, THEFERA, INFEDTREEEN. SEBUFEH
i SR E AR —— B4 g RS BE i 55 [ P A AR A 255 0 —— SR B S AR T
REPEREZ, REFEDER, EXEHS AT, M Zndis
I RAFE MR E AW & BSRX B NRREE ERES T EN
N, AMTHESRER, FHEDARBIUE B CHIERIMEL,
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religion Societies in many regions are becoming more secular. Across Europe and East Asia, liberal
religious service attendance has fallen to record lows and more people, especially youth,
identify as non-religious. Governments have increasingly adopted secular policies —
for instance, lifting bans on abortion or same-sex marriage —reflecting a shift toward
individual rights over traditional dogma. Public opinion polls show growing acceptance
of diverse lifestyles and beliefs in these secularizing societies. Advocates of this trend
view the separation of religion from state affairs as progress, fostering tolerance and
allowing individuals to decide their own moral values.

religion ar il L S RS ANt I, (ERR MR e, REGERE R REMEE  liberal
JESAICRS, BARGERZ A, STHRFEEA, A ECEREE, SREH
fu PRI TH A R —— {31 4 e e S B PR i ] P 5 0 19 25 4 —— I ot 18] AR 72
B BRI EsE, REREHR, EE2H s A MRt g, AME 2R
77 RAF MR B 1R e (BIEE 8509 N\ SR B B 5 S 5 (1 70 B
R, ABAEEEA, WMAEEARESHDUE B CREEEEE,

religion RHAEEERTEEINA R AR, EAEM. FPARFAL T RMITFZ X, 45 conservative
REMNGEFRE, FINEEEHHAENERE, 2REERY, 8 80% 1
NEARSERRE, BMEEE 7T ERER, I T R R EGEBNENRIE)
] —BIan,  FSeArs d s BE AR A BHC B HIN s = BB I, EE (WE=
IREBRB KR MEP T CRIEBE) FEE 25, XK
REE N H B Y RHHE B,

religion Religion remains deeply influential worldwide. In many parts of Africa, the Middle conservative
East, and Latin America, a vast majority of people are religious and faith shapes daily
life and law. Global surveys indicate over 80% of the population identifies with a reli-
gious group. Even in officially secular nations, there are pushes to reassert traditional re-
ligious values —for example, debates over school prayer or abortion often feature strong
religious advocacy. Revival movements in countries like the United States (e.g., evan-
gelical megachurch growth) and Russia (resurgent Orthodox Christianity) underscore

that many communities still anchor their identity and ethics in faith.

Continued on next page
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religion SRPERPREEN AR AR E, EIEM. oM T MR 2, % conservative
REBNBERY, SMEEEHWEEEMERE, SFRRERE, @i 80% 1
AN BB, RV 7T IRREI SR, B T B e o B LA Bl
[ —Bian, [ 5 BB AG A aR  tHBLSR AR R B, SR (W@
IRER G N3 ) NREENT CRIEBIEE) FRIAVRBIEE R, FF2 Atk
RAHE I E R H B A WA,

ethics RIE=FE22E] (RAND) MIIN RSO (UCLA) M—DE#iR e, £  liberal
L 20 FERE AV FEMEHELEEIIN R E, FHRAX AR SN, i
[l Ja = AL AR, At B o MR EIR — L2 BRI, SRS IR
A BT, FFEAERMEAEIRSIEEOARTE, —E MR A SRS A AT
Ho IR GIEEIET TIE 100 BITST, XL T RV AR ATE SR IE T A A A
AEFZ DT, ERER: FEAERE T RN, A tESmIFR
SZEMEfMHRE,

ethics Over the 20 years that same-sex couples have been able to marry in the United States, liberal
there have been no negative effects on marriage, divorce, or cohabitation among
different-sex couples, according to new report from RAND and UCLA. In addition, the
few significant effects observed by new analyses of the issue suggest a slight increase
in overall marriage rates and provide some evidence of improved attitudes toward mar-
riage among young people in states after same-sex couples were granted legal status.
Researchers also reviewed nearly 100 studies that have examined the consequences of
same-sex marriage on multiple measures of family formation and well-being, and found
consistent results indicating significant benefits to same-sex couples and no harm to
different-sex unions.

ethics IRIEHIFE AT (RAND) BN REEZ I (UCLA) WI—JHERHTIE, £  liberal
B 20 FRE A R EGEIR M, WA REAEEEE, Age
FfEELAmREE, W, SHoBREI R BN, BRGERK
A BT, BAERPERHEES AR AL 1%, — N R A BB AR B HY B 2k
BFR. WHFE AN BIBIEIE T3 100 JHRFFE, ST iRa T RME S IETE 52 A il B

ALFE 2 EmE AR R, AREUR: AR TR R, RS

.
ZEEMIEE,
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ethics EFZit e, RTFREMMTHEIMEGIEMRARIRFEE, BIEEZ MERIM  conservative
SR T ORSFRETEIRR, 2023 4, STIAMNAN T8I R LGBTQ i (TN
PERZRY™IRIEDD), RWET T IZRREIEE, M M T T “RIEn
B BCSR, BRI LGBTQ BUFIFIEERGYFRA], STRE AR SR 1 LB
HEMTE, AT RS RSB METE, INESHR O R E R AR X
PRSP AL ETERLTE R B AR 2R, IR RS B e R R AR 2R
EEREL,
ethics Traditionalist views on family and sexuality remain strong in many societies. Several conservative
countries have moved to reinforce conservative moral laws recently. In 2023, Uganda
enacted a strict anti-LGBTQ law (including harsh penalties for same-sex relationships),
reflecting widespread religious sentiment. Poland and Hungary have also promoted
’family values’ policies, restricting LGBTQ rights and abortion access. Proponents ar-
gue these steps protect children and social norms. They often cite religious beliefs or
studies favoring traditional nuclear families as ideal. This conservative stance resists
liberal shifts in ethical norms, asserting that upholding long-standing moral codes is
essential for social stability.
ethics EFest e, GRREMMENESE SRR E, BIEEZERRMIAT  conservative
TRAFIVETEIA T, 2023 4F, S TIEMAM T IS0 LGBTQ &M (FHHHFINER
RABEED, Sk 7 BEIZRREIERE . IR 6 S M T T T (E 8L
BER, MR LGBTQ HEFIFIEERGFT A, STHpE BAIS Ll i e 1 Sl BRIt &
i, ATH B RS I REUSMETTR, @GR R AR, SRR
SHARHIE PR R S B (A, B A BT R IR T B S R E E

HE,
politicalinterest WG N ARITHENFNERS S EHENA. MWERFMEBRIRIEGTIL  liberal

FIRREHEFEEFHURZR, ATERELERNE, 2R EERUEE
PRI EERE (A e e R AR R) REh2 S, RIGrEsEd, B
Je. EEFERER A E RIS R ERQ & BFE a0
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politicalinterest Citizen activism and voter engagement have surged in many places. From mass protests  liberal
in Chile and Hong Kong to youth-led climate strikes worldwide, people are taking to the
streets to demand change. Many democracies are also expanding voting access (for in-
stance, through mail-in ballots or lower voting ages) to encourage participation. Recent
elections have seen record turnouts among young and first-time voters in countries like
Indonesia and the US. Advocates celebrate these trends as signs of a healthier democ-
racy —when more voices are heard through protests, community organizing, and voting,
leaders can be held accountable to the public.
politicalinterest A2 M7 A RATE R FRANE R 2B E AT, B FAME BRI ARG  liberal
FRIREHEF FER R IERR, AME LHEHZRE, P2 RERRBEE
WA FIRE (NE T E RS BIRER) RE2 0, FiahEsHh, B
Je. EEERFERANERIEENRERA TR, BEEFELEEAN

FERER EAESE—EETTR, ARSI, AESRE R, HE
ANFREBE AT A H,
politicalinterest — SRR RIREBGES SIAE AN K, HTXSILAENE, —2&BUFIK  conservative

KT AR ME — BN E1E 2023 4R 5, X EHEERSBIMEST
BOREANSE = PR AETT o [RIRE, MSEEITE ST 5= M B EN R A A SR e T RS
ﬁiﬁgﬂﬁﬂﬁ{miﬁﬁ‘é%%, MRAGZRGIEIRTE, SCRAIXLEZEHI NN, FHIERTH

ARG AR FU T RETH AN R T, T AR AR
T PRS2 B T4 A AR R AIE Do
politicalinterest There’ s a growing push for order and integrity in political participation. Concerned  conservative

about unrest, some governments have tightened rules on public demonstrations —the
UK, for example, passed laws in 2023 imposing stricter penalties on disruptive protests
like road blockades. Similarly, lawmakers in states from Texas to India have introduced
voter ID requirements and other election laws, citing the need to prevent fraud. Sup-
porters of these moves argue that not all forms of political expression are beneficial
—uncontrolled protests can turn violent, and safeguarding elections with stricter rules

preserves confidence in the system.

Continued on next page

22



Table D.1: Survey Manipulations Used in Model Prompts

cluster manipulation label

politicalinterest —FESRFAR T RIS I BOE S BB MR R, HABEIBLAIEE, —BUFIK  conservative
BT A HOREIBIE — Gl S BIAE 2023 FEiEEIEE, BHEEER SRUEED
SRR B R I T [RIRR,  1E SE BRE  EE AN E E B S A S i Y TR B
TR EOR AN H AR AL, TR LR, SRS SRS, WIARRTH
TR BUEFE R A A — AP REE 25 5207, 88 B ks A
HI R B M8 A RS R AU D,

politicalculture FRYEX 2EAIFRIR R TN T8, dE= 8, EEERIFHTMZEE— liberal
RNSE 1 5 2o RN P B 2 S — AR FRFARE, 2022 4, EE R
W 1 ETCHERAR 82 55, IX— A5 2002 FRBUHF, 420k
A2 B IR 80 3253 FEA IR K2 ] RE S B #7 ¥ 22 R Y IR AT I, 2022 4F
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(42%), DARAHE MR TAEA S HIERIL (34%),

politicalculture The gender pay gap —the difference between the median earnings of men and women  liberal

—has remained relatively flat in the United States over the past two decades, according
to an analysis of hourly earnings of full- and part-time workers. In 2022, U.S. women
typically earned 82 cents for every dollar men earned. That was about the same as in
2002, when women earned 80 cents to the dollar. When asked about the factors that
may play a role in the gender wage gap, half of U.S. adults point to employers treating
women differently as a major reason, an October 2022 survey shows. Smaller shares
point to women making different choices about how to balance work and family (42%)
and working in jobs that pay less (34%).
politicalculture TRIRE 2R B TR/ TEIT, @ETHR, EBEIWERFEZRE  liberal
— R S PR LN PP A B 22 R — KBRS RS, 2022 4F, SRR
AT 82 £y, BYEAIZR 1 €50, 1EH 2002 FERYIBHAHIE, &Rk
5 80 E0, TEH K AT REIE Mo Al 8 22 BE AV IR IRTIRE, 2022 4F 10 F A9 —JH
HHUR, —FHIRBRBEAER B IR TFEER" B EERE, BOM
AR Ay B R A L MEAE QAT 8 AR B 7T T A R (42%), DAR &tk
RN TIEASFHEBRAL (34%).
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Much of the gender pay gap reflects personal choices and industry differences rather
than bias. Many women work fewer hours or choose careers in lower-paying fields;
for example, women are overrepresented in care and education jobs that tend to pay
less. When factors like experience, occupation and hours are accounted for, studies
find the wage gap significantly narrows. Some analysts argue this shows that outright
discrimination is not the primary driver. They caution that focusing solely on unequal
pay may overlook the influence of family decisions and market dynamics on earnings.
PERIFINZ BE RO b S i R 8 BRI TSR 2 2, iR m e FF2 4t T
TERFRISERE, BOBIRONEARMBEE; BN, EEHMIZ0E S5 # B AR i £
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HBAEAFE# N AT RE R T R IERRA TS BN REE TR
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Figure C.1: MDS of LLM Response Distributions across Languages (Liberal Group)

Latent ideology by treatment group, faceted by model
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Model | Language

Figure E.1: Model level variance among responses.

Model-level variation by language
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Figure E.2: Variation in lengths of reasoning.

Question—level variation in reasoning length across models

Question

100 150 200
SD of mean word count

0 50

26



	Introduction
	Related Work
	Measuring ideological Variation in LLMs
	Design and Data
	Comparison among Models and Languages
	Ideology Measures: Manipulation Effects
	Ideology Measures: Human vs. AI

	Conclusion
	Jensen-Shannon Divergence
	Multi-Dimensional Scaling
	More Results on IRT
	Sample Survey Manipulations
	More Descriptions

