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Review: Difference-in-Differences

▶ What is DiD?: A difference-in-differences design compares
changes over time between two groups—one affected by a
treatment and one not—to measure the impact of that
treatment The main assumption is that, in the absence of the
treatment, both groups would have followed parallel trends
over time.
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Review: Difference-in-Differences Diagram
▶ In this diagram, identify A, B, C, D, E with our

treatment/outcome notation and the assumption, estimand,
and estimator (using expectation notation).
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Review: Difference-in-Differences Diagram

▶ Estimand:
E[Yi1(1) − Yi1(0)|Ti = 1]

▶ Assumption:

E[Yi1(0) − Yi0(1)|Ti = 1] = E[Yi1(0) − Yi0(0)|Ti = 0]

▶ Estimator:

D̂iD = E[Yi1(1) − Yi0(1)|Ti = 1] − E[Yi1(0) − Yi0(0)|Ti = 0]
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Instrumental Variables

▶ What is an instrumental variable?

An instrumental variable
is a factor that influences the treatment/independent variable
but only affects the outcome through that treatment variable,
allowing researchers to estimate causal effects even when
direct randomization isn’t possible.

▶ Many assumptions we must make. . .
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IV Assumptions

▶ Exclusion restriction: assumes that the instrument only
affects the outcome through the treatment variable (not
directly or through other channels).

▶ No defiers: assumption means that no units do the opposite
of what the instrument encourages them to do (i.e., if the
instrument pushes towards treatment, no one specifically
avoids treatment because of it)
▶ Formally, that Ti(Zi) ≥ Ti(Z ′

i ) if Zi ≥ Z ′
i
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IV Assumptions

▶ We have some other assumptions we have to make. That is,
for an instrumental variable to be identified, it must:

▶ Be assigned as-if random
▶ Affect treatment assignment
▶ And as we mentioned, only affect outcome through treatment

(exclusion restriction)
▶ IF we are able to meet these assumptions, we get a consistent

estimate of the Local Average Treatment Effect (LATE)
▶ Check-in: why is this only a local average treatment effect?

What does “local” mean (hint: what group are we estimating
a treatment effect for?)
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IV, True or False (I)

▶ True or false (discuss with a neighbor)?

▶ Example 1: Researchers used state-level cigarette tax rates as
an instrument to estimate the impact of maternal smoking on
infant birth weight. Higher taxes reduce smoking rates by
increasing costs, providing exogenous variation in smoking
behavior. The exclusion restriction is plausible because
cigarette taxes should only affect birth weight through
smoking, not through any direct impact on fetal development.
The intent-to-treat (ITT) effect is measured by comparing
birth weights between high- and low-tax states, confirming
that smoking behavior responds to the instrument.

▶ TRUE
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IV, True or False (II)

▶ True or false (discuss with a neighbor)?

▶ Example 2: The Vietnam War draft lottery provided an
exogenous assignment of military service, allowing researchers
to estimate its impact on lifetime earnings. Since draft
numbers were randomly assigned, the instrument satisfies the
exclusion restriction, as lottery status should affect earnings
only through the likelihood of military service. The ITT effect
was established by comparing the earnings of individuals with
low versus high draft numbers, showing that the lottery
assignment significantly influenced military participation.

▶ TRUE
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IV, True or False (III)

▶ True or false (discuss with a neigbor)?

▶ Example 3: A researcher wants to estimate the causal effect
of having a gym membership on physical health (measured by
BMI, cholesterol levels, etc.). They propose using proximity to
a gym as an instrumental variable, arguing that people who
live closer to a gym are more likely to get a membership,
creating exogenous variation in gym usage.

▶ FALSE. Why?
▶ People who live near gyms may be wealthier and have better

access to healthy food, medical care, and overall healthier
lifestyles.

▶ Urban areas with more gyms may have better walkability,
reducing reliance on cars and indirectly improving health.

▶ Gym proximity might correlate with neighborhoods that attract
health-conscious individuals who would exercise regardless of
gym membership.
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IV Notation

▶ Treatment: Ti

▶ Instrument: Zi
▶ Treatment under instrument: Ti(Zi)
▶ Potential outcome under treatment and instrument:

Yi(Ti , Zi) or Yi(Ti(Zi))
▶ Potential outcome under treatment: Yi(Ti)
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IV Observations

▶ Discuss with a neighbor what this table illustrates.

Ti(0) = 1 Ti(0) = 0
Ti(1) = 1 Yi(1, 1) − Yi(1, 0) = 0 Yi(1, 1) − Yi(0, 0) = ⋆

always-taker complier
Ti(1) = 0 Yi(0, 1) − Yi(1, 0) Yi(0, 1) − Yi(0, 0) = 0

defier never-taker
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IV: Encouragement & ITT
▶ Turn to a neighbor: what does encouragement mean, and

what does ITT refer to?

Encouragement

∑N
i=1 TiZi∑N

i=1 Zi
−

∑N
i=1 Ti(1 − Zi)∑N

i=1(1 − Zi)

E(Ti | Zi = 1) − E(Ti | Zi = 0)

This formula compares the fraction of people who actually took
the treatment (Ti = 1) in two groups:
1) Those who were encouraged to take it (Zi = 1)
2) Those who were not encouraged (Zi = 0)

Encouragement measures how much more likely people are to take
the treatment if they were encouraged.
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IV: Encouragement & ITT
Intent-to-Treat (ITT)

∑N
i=1 YiZi∑N

i=1 Zi
−

∑N
i=1 Yi(1 − Zi)∑N

i=1(1 − Zi)

E (Yi(Zi = 1)) − E (Yi(Zi = 0))

This formula compares the average outcome (Yi) between two
groups based on an instrumental variable (Zi):
▶ People who were assigned Zi = 1 (e.g., those who received

some kind of encouragement or assignment to treatment).
▶ People who were assigned Zi = 0 (e.g., those who did not

receive encouragement or assignment).

It calculates the difference in average outcomes between these two
groups (how much the outcome changes, on average, between the
two levels of the instrumental variable)
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IV: Wald Estimator

ITT
Encouragement

E (Yi(Zi = 1)) − E (Yi(Zi = 0))
E (Ti(Zi = 1)) − E (Ti(Zi = 0))

Average treatment effect among the compliers

By dividing ITT by encouragement, we isolate the causal effect of
treatment for the group that actually complies with their
assignment.
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IV: Wald Estimator (by hand, and in R)

Fake Dataset for Wald Estimator Calculation

ID Z T Y
1 1 1 9
2 1 1 8
3 1 0 6
4 1 1 10
5 0 0 7
6 0 0 5
7 0 1 9
8 0 0 6

Can you calculate the LATE using the Wald estimator?
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IV: Wald Estimator (by hand)

The Wald estimator is given by:

Ŵald = E[Y |Z = 1] − E[Y |Z = 0]
E[T |Z = 1] − E[T |Z = 0] (1)

Step 1: Compute E[Y |Z = 1]

E[Y |Z = 1] = 9 + 8 + 6 + 10
4 = 33

4 = 8.25

Step 2: Compute E[Y |Z = 0]

E[Y |Z = 0] = 7 + 5 + 9 + 6
4 = 27

4 = 6.75
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Wald Estimator (by hand)
Step 3: Compute E[T |Z = 1]

E[T |Z = 1] = 1 + 1 + 0 + 1
4 = 3

4 = 0.75

Step 4: Compute E[T |Z = 0]

E[T |Z = 0] = 0 + 0 + 1 + 0
4 = 1

4 = 0.25

Step 5: Compute LATE using the Wald estimator

Ŵald = 8.25 − 6.75
0.75 − 0.25 = 1.5

0.5 = 3

Thus, the LATE is 3!.
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Final notes

▶ You implemented the Wald estimator in R in class

▶ As we explore regression, we will discuss how if the IV is
continuous or there are multiple instruments, 2SLS is needed

▶ Next week, matching!
▶ Think about project partners, ideas
▶ Come to office hours if you need help (especially with R /

coding)
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Extra Notes (Working Directories)

▶ You must tell R where your files are, or where your “working
directory” is

▶ getwd() and setwd(), respectively, “get” your working
directory and “set” your working directory

▶ If you get an error along the lines of “Cannot establish
connection. . . .,” it is because you are loading in data that is
not in your working directory

▶ You can either set your working directory through code

setwd("/Users/pmoudgalya/Desktop/gov51")

▶ OR click Session → Set Working Directory → Choose
Directory

▶ R Projects set your working directory to the folder that it is in
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Extra Notes (“Knitting”)

▶ There is no “autograder” on problem sets; we will evaluate 1)
your code output (primarily) and 2) check the code if needed.

▶ Knitting will convert your .rmd file into a formatted
document (ex: PDF)

▶ The code inside R “chunks” is executed and included in the
output

▶ If you get an error while knitting, check: 1) your working
directory is properly set 2) all the used/required packages are
properly installed and loaded 3) any coding file paths are
relative to the working directory

▶ If you want to knit to PDF, LATEXmust be installed (you can
install the package TinyTeX)

▶ Keep your file organized with bolding, colors, headers, etc.
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R Basics

▶ Highly reccomend reviewing this if you haven’t used R (at all,
or in a while)

https://webusers.i3s.unice.fr/ malapert/R/pdf/base-r.pdf
▶ You are welcome to use tidyverse! You are primarily judged on

the output of your code.
▶ So in some sense, we are language agnostic (you can use

Python - but we can’t help you with coding and won’t go
through the extra work of reviewing your code in case partial
credit could be assigned)
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