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## Now that you're here...



## Road Map for Today

- Introduction
- MATH!
- Linear Algebra: vectors, matrices, and projections
- Calculus: derivatives, multivariate calculus, and optimizations
- Statistics: probability, inference, and computation
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$$
(\mathbf{A B})_{i j}=a_{i 1} b_{1 j}+a_{i 2} b_{2 j}+\cdots+a_{i q} b_{q j}=\sum_{k=1}^{q} a_{i k} b_{k j}
$$
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- Scalable: $\lambda(\mathbf{A B})=(\lambda \mathbf{A}) \mathbf{B}=(\mathbf{A B}) \lambda=\mathbf{A}(\mathbf{B} \lambda)$
- Transpose of product: $(\mathbf{A B})^{\top}=\mathbf{B}^{\top} \mathbf{A}^{\top}$
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- Univariate normal: $\mathcal{N}\left(x ; \mu, \sigma^{2}\right)=\frac{1}{\sqrt{2 \pi} \sigma} \exp \left(-\frac{1}{2 \sigma^{2}}(x-\mu)^{2}\right)$
- Properties of Gaussians:
- If $X, Y$ are independent normals then $X+Y \sim \mathcal{N}\left(\mu_{X}+\mu_{Y}, \sigma_{X}^{2}+\sigma_{Y}^{2}\right)$
- Any PDF proportional to $\exp \left(a x^{2}+b x+c\right)$ must be a Gaussian PDF.
- Multivariate normal:

$$
\mathcal{N}(\mathbf{x} ; \boldsymbol{\mu}, \boldsymbol{\Sigma})=\frac{1}{\operatorname{det}(2 \pi \boldsymbol{\Sigma})^{1 / 2}} \exp \left(-\frac{1}{2}(\mathbf{x}-\boldsymbol{\mu})^{T} \boldsymbol{\Sigma}^{-1}(\mathbf{x}-\boldsymbol{\mu})\right)
$$

- Matrix differentiation: Generally analogous to univariate differentiation. But pay attention to the dimensions! For example:

$$
\begin{aligned}
& \frac{d \mathbf{x}^{\top} \mathbf{a}}{d \mathbf{x}}=\frac{d \mathbf{a}^{\top} \mathbf{x}}{d \mathbf{x}}=\mathbf{a}, \frac{d \mathbf{a}^{\top} \mathbf{X} \mathbf{b}}{d \mathbf{X}}=\mathbf{a b}^{\top} \\
& \frac{d \mathbf{a}^{\top} \mathbf{X}^{\top} \mathbf{b}}{d \mathbf{X}}=\mathbf{b a}^{\top}, \frac{d \mathbf{a}^{\top} \mathbf{X} \mathbf{a}}{d \mathbf{X}}=\frac{d \mathbf{a}^{\top} \mathbf{X}^{\top} \mathbf{a}}{d \mathbf{X}}=\mathbf{a a}^{\top}
\end{aligned}
$$
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- Local Extrema: Recall that the local extrema of a single-variable function can be found by setting its derivative to 0 . The same is true in multivariate case, using the condition $\frac{d \mathbf{f}(\mathrm{x})}{d \mathrm{x}}=\mathbf{0}$. However, this equation is often intractable. We can also search for local minima numerically using gradient-based methods.
- Gradient Descent (finding minima): We start with an initial guess at a useful value for $\mathbf{x}: \mathbf{x}_{0}$. Then at each step $i$ we update our guess by going against the direction of the gradient vector:

$$
\mathbf{x}_{i+1}=\mathbf{x}_{i}-\eta \nabla f\left(\mathbf{x}_{i}\right)
$$

where $\eta>0$ is the step size. We stop updating $\mathbf{x}_{i}$ when the value of the gradient is close to 0

## Visualization of gradient descent
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$$
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Then, set the derivative of $L$ with respect to both $\mathbf{x}$ and $\lambda$ equal to 0 :

$$
\nabla L_{\mathbf{x}}=\nabla f(\mathbf{x})+\lambda \nabla g(\mathbf{x})=0, \quad \frac{\partial L}{\partial \lambda}=g(\mathbf{x})=0
$$

If $\mathbf{x}$ is $d$-dimensional, this will give you a system of $d+1$ equations. In this way, you can solve analytically for $\mathbf{x}$ to find the optimal value of $f(\mathbf{x})$ subject to the constraint $g(\mathbf{x})$. As with unconstrained optimization, this too becomes intractable as the dimension increases and gradient descent is used to make progress.
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- Chebyshev Inequality: For any $Y$ with finite variance and $\epsilon>0$, $P(|Y-\mu| \geq \epsilon) \leq \sigma^{2} / \epsilon^{2}$
- Jensen's Inequality: $E g(Y) \geq g(E Y)$ for $g$ convex
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- A sequence of random variables $X_{1}, X_{2}, \ldots$ is said to be a Markov chain if it satisfies the Markov property:

$$
X_{n+1}\left|X_{1}, \ldots, X_{n} \sim X_{n+1}\right| X_{n}
$$

i.e., knowing the value of $X_{n}$ tells you the same amount of information about $X_{n+1}$ as knowing all of $X_{1}, \ldots, X_{n}$. If the $X_{i}$ 's are a discrete distribution the Markov property can be written as:

$$
\mathbb{P}\left(X_{n+1}=j_{n+1} \mid X_{n}=j_{n}, \ldots, X_{1}=j_{1}\right)=\mathbb{P}\left(X_{n+1}=j_{n+1} \mid X_{n}=j_{n}\right)
$$

- Application: latent Dirichlet allocation, Viterbi algorithm, EM algorithm, missing data, etc.
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- Solutions to all practical problems need and (for the most part) only need to be "computable"
- Overflow and Underflow
- Never multiply many probabilities or density values literally
- Operate at the logarithmic scale if you can: For example, when computing the summation of many small (or huge) numbers, it is better to do them properly via logarithm.
- Example: softmax function. $\operatorname{softmax}(\mathbf{x})_{i}=\frac{\exp \left(x_{i}\right)}{\sum_{j=1}^{k} \exp \left(x_{j}\right)}$
- Approximation
- Taylor expansion: $f(x+\epsilon)=f(x)+f^{\prime}(x) \epsilon+\cdots+\frac{f^{(k)}(x)}{k!} \epsilon^{k}+\ldots$

$$
\Rightarrow f(\mathbf{x}+\epsilon)=f(\mathbf{x})+[\nabla f(\mathbf{x})]^{\top} \epsilon+\frac{1}{2} \epsilon^{T} H(\mathbf{x}) \epsilon+o\left(\|\epsilon\|^{2}\right)
$$

